Determination of network of residues that regulate allostery in protein families using sequence analysis
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Abstract

Allosteric interactions between residues that are spatially apart and well separated in sequence are important in the function of multimeric proteins as well as single-domain proteins. This observation suggests that, among the residues that are involved in long-range communications, mutation at one site should affect interactions at a distant site. By adopting a sequence-based approach, we present an automated approach that uses a generalization of the familiar sequence entropy in conjunction with a coupled two-way clustering algorithm, to predict the network of interactions that trigger allosteric interactions in proteins. We use the method to identify the subset of dynamically important residues in three families, namely, the small PDZ family, G protein–coupled receptors (GPCR), and the Lectins, which are cell-adhesion receptors that mediate the tethering and rolling of leukocytes on inflamed endothelium. For the PDZ and GPCR families, our procedure predicts, in agreement with previous studies, a network containing a small number of residues that are involved in their function. Application to the Lectin family reveals a network of residues interspersed throughout the C-terminal end of the structure that are responsible for binding to ligands. Based on our results and previous studies, we propose that functional robustness requires that only a small subset of distantly connected residues be involved in transmitting allosteric signals in proteins.
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Long-range communications among a network of residues that are far apart in sequence and in structure are crucial for biological functions. The classic example is the allosteric communication in which binding of a ligand to a specific region of a protein often triggers large conformational changes in a distant part (Monod et al. 1965). Starting from the well-studied case of oxygen binding to hemoglobin (Perutz et al. 1998), large-scale domain movements in response to ligand binding have been noted in other systems. For example, binding of ATP and the co-chaperonin GroES to the oligomeric Escherichia coli chaperonin triggers dramatic rigid body motions in different subdomains of GroEL (Xu and Sigler 1998; Horovitz et al. 2001). Similarly, examination of the structures of DNA polymerases and the dNTP–polymerase–DNA complexes shows evidence of such large movements (Steitz 1999). In the case of polymerases, whose structure is analyzed using the righthand metaphor, the initial step involving binding of the unliganded polymerase to DNA triggers the thumb to close around the DNA. Subsequent binding of dNTP to the binary complex results in the rotation of the fingers from the open conformation to a closed catalysis-ready state. These and other examples show that the set of residues that induce the long-range allosteric communications in oligomeric biological nanomachines may well
be encoded in the structures and hence, in the sequence itself.

More recently, it has been argued that allosteric communication may well be a part of the observed dynamical fluctuations in small single-domain proteins (Kern and Zuiderweg 2003). Many NMR experiments have shown that even after reaching the native state, proteins undergo conformational fluctuations with time scales from several nanoseconds to milliseconds. Surprisingly, it has been suggested that such functionally important fluctuations are triggered by long-range interactions among a network of residues. Just as with multimeric proteins, these functionally important sets of residues are also encoded in the structures.

The above-mentioned, rather ubiquitous examples, naturally raise an important question, namely, how can we identify the network of residues that mediate allosteric communication? There have been several distinct approaches to answer this question, each with a varying degree of success. Although they differ significantly in detail, the methods are either based on probing changes in the thermodynamics and dynamics of proteins with known structures or using probabilistic methods to analyze evolutionarily related sequences. The double mutant cycles, which probe the responses of specific sequence pairs to mutations (Schreiber and Fersht 1995), can be used to obtain the thermodynamics of interactions between the mutated residues. It is also possible to probe interactions among residues by examining the dynamics of specific residues using NMR (Kern and Zuiderweg 2003). Recently, we introduced a method that monitors the response of a region of a folded protein, represented using the Elastic Network Model, in response to a perturbation at another site (Zheng et al. 2005). The application of the method to the polymerase family successfully identified a network of dynamically relevant residues that are involved in the open/closed transition.

In contrast to the relatively few structure-based methods, numerous techniques that exploit the properties of families of sequences have been developed to infer correlations between amino acids in protein families. A sequence-based method (Lesk and Chothia 1980; Altschuh et al. 1987; Neher 1994; Taylor and Hattrick 1994; Lichtarge et al. 1996; Pazos et al. 1997; Pollock and Taylor 1997; Olmea et al. 1999; Sowa et al. 2001; Kass and Horovitz 2002; Valencia and Pazos 2002) is desirable because a larger database of evolved sequences with related functions can be studied. It is logical to postulate that the distribution of amino acid types at a given position in a multiple sequence alignment (MSA) is the manifestation of evolutionary changes under constraints imposed by function. In addition, it is likely that for functional reasons coevolution of a network of residues in a sequence also occurs. If so, such correlations should appear as statistically significant signals when analyzing a MSA. Using sequence correlation entropy (SCE) (Dima and Thirumalai 2004), which does not involve the standard preaveraging of site-dependent probabilities in the MSA, we showed that statistically significant correlations between charged residues exist in a number of protein families. Interestingly, most of these proteins are associated with various diseases. Thus, functionally important signals can be obtained using a large data set of sequences alone.

In a series of insightful papers, Ranganathan and coworkers (Lockless and Ranganathan 1999; Hatley et al. 2003; Suel et al. 2003; Shulman et al. 2004) have introduced a method based on statistical coupling analysis (SCA) to identify the relevant energetically coupled residues. The basic premise of the SCA method is that, from the sequence family, the coevolution of positions, either for structural or functional reasons, can be captured by comparing the statistical properties of amino acids in the full MSA and its statistically significant subsets. In the applications so far, the SCA method has revealed coevolution between distant sites with functional roles. The good agreement between the SCA predictions and limited experimental data (Lockless and Ranganathan 1999; Hatley et al. 2003; Suel et al. 2003; Shulman et al. 2004) lends credence to this approach.

In this paper we introduce a variant of the SCA method that builds on the hypothesis that signals for coevolving residues are encrypted in the database of sequences, provided the number of sequences in the MSA is large enough. By insisting that the central limit theorem be obeyed, namely, the statistical properties of a large enough subset of the MSA be the same as in the MSA, we present an automated method for identifying allosteric sites using a family of sequences. After establishing that our method provides consistent results for the PDZ and GPCR families, we describe the mapping of interacting residues for the selectin family, which are cell adhesion proteins. Our results for all three families show that the predictions of the automated sequence-based approach can be used to target the functionally or dynamically relevant residues in double mutant cycle experiments (Schreiber and Fersht 1995) or NMR.

Results

Size of subalignments

The choice of appropriate size for subalignments is critical in obtaining statistically significant correlations between residues in a protein family. The smallest value
of \( f \) should be chosen to satisfy the central limit theorem. We applied our criteria to the families included in the present study (GPCR and Lectin C) and also to the globin family analyzed by Lockless and Ranganathan, in Suel et al. 2003.

**GPCR family**

The full MSA for the GPCR family (reported in the supplementary material of Suel et al. 2003) contains 940 sequences. From the MSA, we build subalignments with different \( f \) \((<1)\) values by randomly choosing \( fN_{\text{MSA}} \) sequences. To perform the averages in Equations 6 and 7, we generated 1000 subalignments for a given \( f \) and we computed \( \Delta G_A \) using Equation 6. The distribution of these values for increasing \( f \) from Figure 1A shows that for \( N_x > 0.35 \) the subalignments satisfy the conditions from Equations 6 and 7 and are therefore statistically significant. This value of \( f \) is virtually identical to the \( f = 0.33 \) value chosen by Lockless and Ranganathan (Suel et al. 2003) for the minimal size of a subalignment.

**Globin family**

The MSA for the globin family contains 880 sequences (Suel et al. 2003). The distribution of \( \Delta G_A \) for the increasing fraction of sequences in a subalignment shows (Fig. 1B) that subalignments containing more than 55% of the original MSA are statistically significant. Lockless and Ranganathan chose, based on their ad hoc criterion, \( f = 0.68 \). In globins, \( \Delta G_{\text{MAS}} \sim 0.65 \) in globins, while in GPCR, \( \Delta G_{\text{MAS}} \sim 0.17 \). There is also a greater variation in GPCR between distributions corresponding to different sizes. These results reflect the degree of variation among the sequences in a family, with the sequence similarity in GPCR being smaller than in globins.
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**Figure 1.** Distribution of \( \Delta G_A \) for various sizes \((f = \frac{N_x}{N_{\text{MSA}}}\) of subalignments for the GPCR, globin, and Lectin families. The index \( \lambda \) refers to the one of the subsets with \( N_x \) sequences. Insets show the dependence of \( \Delta G_A \) and \( \sigma_f \) for various \( f \). As expected from Equation 6, \( \Delta G_A \) shows a plateau starting at a given value of \( f \) (indicated by the arrow), while \( \sigma_f \) for \( f \) larger than this value decreases according to Equation 7. The minimum size of \( f \) should correspond to the value indicated by the arrow. (A) GPCR family (940 sequences in full MSA). (B) Globin family (880 sequences in full MSA). (C) Lectin C family (1126 sequences in full MSA).
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Lectin C

The Lectin C family, obtained starting from the Pfam
(Bateman et al. 2002) entry and the CLUSTALW software
(Higgins et al. 1994) for realignment of the sequences that
remain after weeding out all sequence fragments, contains
1126 sequences. The distribution of $\Delta G_i$ for increasing $f$
shows (Fig. 1C) that subalignments containing more than
15% of the MSA are statistically significant. In our application,
we chose a cut-off of 20%. This example illustrates that for $f > 15%$, the average of the distribution no longer
changes, while the variance decreases as $\frac{1}{f}$ and the distribution
becomes more Gaussian-like. We also note that the
average sequence similarity in the Lectin C family is smaller
than in globins, but still bigger than in GPCR. These
eamples clearly show that the choice of $f$, based on Equa-
tions 6 and 7, depends on the family.

Correlation between residues in PDZ and GPCR families

To test the efficacy of our procedure, we applied our version
of the SCA to identify a set of correlated residues in the PDZ
and GPCR families. These two cases allow us to compare
our results with those of Lockless and Ranganathan. After
demonstrating the equivalence between the two procedures,
we apply our formulation to identify the network of corre-
lated residues in the family of cell adhesion molecules.

We calculated $\Delta \Delta G_{ij}$ for all positions in the MSA
using Equations 4 and 5 for the PDZ domains that represent protein-binding motifs. Following Lockless
and Ranganathan, we chose the subset of sequences in the
MSA in which His at position 76 is perfectly con-
served and calculated the response to this perturbation
at all other positions. Comparison of the Lockless and
Ranganathan results and our calculations for $\Delta \Delta G_{i,76}$
shows excellent agreement with a better than 0.95 corre-
lation (Fig. 2A). The set of identified residues that are
coupled, a few long-range pairs, may be relevant in the
dynamics of the PDZ domains.

The application of the present simplified procedure to the transmembrane G protein–coupled receptor (GPCR)
family also yields results in near quantitative agreement
with the Lockless and Ranganathan algorithm. Using the
moderately conserved position Tyr296, which is involved in the ligand interactions in GPCR family, as a perturba-
tion we calculated $\Delta \Delta G_{i,296}$. There is a small subset of
residues that are uniformly spread throughout the sequence and are coupled to Tyr296. The magnitudes of $\Delta \Delta G_{i,296}$ for all $i$ calculated using the two procedures are
nearly identical (Fig. 2B). We conclude that the present
version of the statistical coupling analysis can identify the
network of interacting residues provided the data set of
sequences is large enough that meaningful statistical mechanics can be used.

Correlation between residues in the GPCR family

In order to identify the network of residues that are cor-
related, we performed the CTWC analysis using the $\Delta \Delta G_{ij}$
values. We used the Euclidean distance (see Eq. 10) as a
similarity metric for comparison of the $\Delta \Delta G_{ij}$ values at
two sites $k$ and $j$ (Eq. 9). We used $K = 20$ order nearest
neighbors and $q = 20$ in clustering the positions and
$K = 10$ in clustering of perturbations. We performed
two rounds of coupled SPC clustering: (1) the clustering
of positions in the presence of all the perturbations and
the clustering of perturbations in the presence of all the
positions. The size of the clusters is determined as
described in Materials and Methods at each temperature.
(2) In the second round, we cluster the positions using the
already clustered perturbations in the previous step. In
addition, we cluster the perturbations in the presence of
the positions clustered at step 1. At each step we selected
the cluster corresponding to the largest $\Delta \Delta G_{ij}$ values.
The results of clustering the $G$ matrix led to 55 clustered
positions and 18 clustered perturbations (see Tables 1, 2). Out
of the 18 clustered perturbations, 17 correspond to clus-
tered positions, which shows that the statistical procedure
leads to self-consistent results. Moreover, all 10 perturba-
tions that were reported to be clustered in Suel et al. (2003)
are among the 18 clustered perturbations and 41 (includ-
ing two positions found at $-1$ or $+1$ from an actually
clustered position) of the 47 clustered positions in Suel et
al. (2003) are among our 55 clustered positions. Therefore,
we can recognize 100% of the perturbations and 87% of

Figure 2. Comparison between $\Delta \Delta G_{ij}$ values obtained as described in
Lockless and Ranganathan (1999) and using our procedure. The panel
on the left is for the GPCR family, while the one on the right corre-
sponds to the PDZ family. For each family, we selected a perturbation
at the most functionally important position. The data for the two
families show a very large degree of correlation ($\geq 0.95$), indicating
that our procedure captures all the crucial details of the previous
implementation of the statistical coupling analysis (SCA) method.
Table 1. List of 55 positions clustered

| 44 | 51 | 58 | 59 | 61 | 66 | 67 | 75 | 78 | 90 |
| 91 | 92 | 113 | 115 | 117 | 120 | 121 | 122 | 123 |
| 124 | 125 | 126 | 129 | 131 | 134 | 136 | 140 | 141 | 149 |
| 152 | 157 | 164 | 168 | 213 (212) | 219 | 222 | 230 | 249 | 253 |
| 254 | 257 | 258 | 259 | 265 | 268 | 269 | 293 | 294 | 295 |
| 296 | 298 | 299 | 300 | 312 (313) | 317 (316) |

The list of the 55 positions clustered in GPCR. The notation is according to the PDB file 1l9h. Bold entries correspond to results from Suel et al. (2003); italic entries are positions identified in Suel et al. (2003) as functionally important. A bold entry in brackets is the position clustered in Suel et al. (2003), which in our case is situated at (−1) from a clustered position.

Table 2. List of 18 perturbations (position and amino acid type selected) clustered

| 51G | 61V | 66K | 69R | 78S | 92P | 123A | 144Y | 157I |
| 164A | 203Y | 219M | 222C | 254L | 268F | 268Y | 296F | 317Y |

The list of the 18 perturbations (position and amino acid type selected) clustered in GPCR. The notation is according to the PDB file 1l9h. Bold entries correspond to perturbations not clustered in Suel et al. (2003) but occurring at clustered positions. Bold entries correspond to results from Suel et al. (2003).

The positions identified by Suel et al. (2003). In addition, we also identify three (121, 294, and 313) new positions functionally important for GPCRs. These were not found using the Lockless and Ranganathan procedure (Suel et al. 2003).

Network of functionally important residues in the Lectin C family

Background

The selectin family contains proteins that are involved in the cell adhesion process. These proteins and their glycoconjugate ligands are implicated in the tethering and rolling of circulating leukocytes on blood vessels, endothelial cells, and platelets. The first step in a multi-stage dynamics process involves binding of proteins in the selectin family, which are expressed in leukocytes, to ligands in the endothelial cells. The recognition of the ligands involves a coordinated interaction between L-selectin and the various glycoproteins. The crystal structures of the complex between selectin constructs and different ligands have provided insights into the set of residues in selectins that mediate the initial steps in the tethering and rolling process. The sequence-based approach allows us to map the network of residues that signal the tethering process. The success of our predictions is validated by explicit comparison of the predicted binding sites to those identified in the crystal structures.

The structures of the complexes between P-selectin and E-selectin and a weakly bound ligand and the stereospecifically bound P-selectin glycoprotein ligand PSGL-1 (Somers et al. 2000) identify several sites that not only bind to the ligand, but also respond dynamically to the ligand binding process. Comparison of the liganded and nonliganded structures also reveals large-scale movements in the loops connecting Asn83–Asn89 (we use the numbering in PDB entry 1g1s for LEM3_HUMAN positions 42–188). The crystal structures clearly identify specific, discrete binding sites.

There are three classes of sites that are coordinated to different ligands: (1) The metal (Ca$^{2+}$) ion-dependent weak binding of certain ligands occurs by coordination of Ca$^{2+}$ to side chains of Gln80, Asn82, Asn105, and Asp106. (2) The interaction of glycans with P- or E-selectin occurs by coordination to residues Tyr48, Gln92, Tyr94, Ser97, Pro98, and Ser99. (3) It is well known that selectins bind strongly to glycoproteins like PSGL-1. Several residues have been identified in the crystal structure of PSGL-1 in complex with P- and E-selectins. These include Ser47, Arg85, His108, Lys111, Lys112, and Lys113. Several of these residues form a network of hydrogen bonds upon ligand binding.

Besides the three classes of residues, regions of the P- and E-selectins apparently undergo large conformational changes upon complexation (Somers et al. 2000). Comparison of the structures of unliganded and liganded complexes shows that upon binding, the loop Asn83–Asn89 moves from the periphery to the sugar-binding sites. In addition, the group of residues Arg54–Glu74 also undergoes large-scale displacement into the region occupied by the Asn83–Asn89 loop in the unliganded state. From the perspective of allosteric signaling, it is unclear which of the 21 residues in the Arg54–Glu74 loop are directly linked in the signaling pathway. It is logical to suggest that only a subset of these residues is coupled directly to other parts of the structure. The movement of Arg54–Glu74 as a whole is likely to be a consequence of chain connectivity and stereochemistry.

Sequence entropy is not an indicator of sequence correlation

Sequence entropy for the Lectin C family shows that not many residues are strongly conserved [$S(0) < 0.5$] (Fig. 3). With this as the cut-off, we find that only residues Cys19, Leu26, Trp50, Gly52, Pro81, Cys90, Cys109, and Cys117 exhibit strong conservation. A key characteristic of cell-adhesion proteins is the preponderance of a large number of Cys residues that form disulfide bonds. From this perspective, strong conservation of the four Cys residues is not a surprise. The other six strongly conserved residues do not seem to be...
Figure 3. Sequence entropy for the 117 positions in 1g1s using the multiple sequence alignment from PROSITE (with 287 sequences). The circles correspond to $S(i)$ for the 20 types of amino acids obtained according to Equation 3, while the diamonds represent the chemical sequence entropy obtained by classifying the amino acids into four classes, namely, hydrophobic, polar, and positively and negatively charged. The hydrophobic residues are Ala, Leu, Ile, Val, Trp, Tyr, Cys, Met, and Phe. The positively charged residues are Arg and Lys. The negatively charged residues are Glu and Asp. The polar residues are Thr, Gly, Ser, His, Gin, Asn, and Pro. The reduction in the number of the classes of amino acids leads to conservation at a larger number of positions. By using only four types of amino acids and a cut-off for strong conservation at $S(i) < 0.25$, we find that positions Thr2, Tyr3, Tyr5, Trp12, Ser15, Val27, Ile29, Tyr37, Leu38, Tyr49, Ile51, Gly52, Ile53, Trp60, Trp62, Trp76, Val91, Ile93, Trp104, Ala113, and Leu116 are also conserved. Among these 21 sites, only Trp60 and Trp62 are crystallographically identified to be functionally relevant (they belong to the Arg54–Glu74 loop). Therefore, sequence entropy alone cannot lead to the network of amino acids identified by our procedure.

The various views of the cluster of residues and the set of long-range contacts are coupled and form a network for functional roles. The mapping of the 28 clustered positions on the structure of the complex between P-selectin and PSGL-1 (1g1s) from Figure 4 reveals the extent to which they form a spatially correlated network. We find, from the contact map of the complex, that the identified positions are connected either by covalent bonds or by nonbonded contacts. The various views of the cluster of residues and the set of experimentally proposed positions with functional roles (Fig. 4) show a large degree of spatial overlap between the two sets. The nature of interactions among the residues in the network may be classified in terms of the contact map of 1g1s. If the distance between a pair of heavy atoms in two residues is within 5.2 Å, we assume that they are in contact. There are 244 nonbonded contacts among the 117 residues of chain A in 1g1s.

Table 3. List of 28 clustered positions in Lectin C

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
<td>15</td>
<td>27</td>
<td>28</td>
<td>29</td>
</tr>
<tr>
<td>38</td>
<td>49</td>
<td>51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>57</td>
<td>58</td>
<td>63</td>
<td>73</td>
<td>76</td>
<td>83</td>
</tr>
<tr>
<td>89</td>
<td>90</td>
<td>92</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>93</td>
<td>94</td>
<td>104</td>
<td>105</td>
<td>106</td>
<td>113</td>
<td>115</td>
</tr>
</tbody>
</table>

The list of the 28 clustered positions in Lectin C (notation from PDB file 1g1s). Bold entries correspond to positions that are determined to be important for function based on analysis of crystal structures. Notation from PDB file 1g1s.
We denote all contacts between amino acids separated by 11 or more positions as long-range and all other contacts as short-range. In 1g1s there are 146 long-range contacts and 98 short-range contacts. In the contact map of 1g1s, we find 64 long-range and 18 short-range contacts between the 33 clustered positions, while the crystallographically identified 43 functional positions, which include all the 21 residues in the Arg54–Glu74 loop, have 53 long-range and 63 short-range contacts. Thus, the set of 33 clustered positions is composed of very well interconnected residues that are located far away along the sequence. Therefore, in view of their large structural overlap, we propose that the correlated residues can act as connectors between various functional regions. This finding resembles the idea that allosteric communications are transmitted throughout a structure by means of a sparse but well-connected network of interacting residues. In the lectin family, the signaling occurs predominantly through long-range contacts.

**Discussion**

Discovering residues involved in long-range communications is important for understanding the molecular basis of allostery (Perutz et al. 1998; Lockless and Ranganathan 1999; Kern and Zuiderweg 2003; Dima and Thirumalai 2004), and in several contexts including proteins that are implicated in diseases (Dima and Thirumalai 2004). It is logical to suggest, as proposed in several previous studies (Lesk and Chothia 1980; Altschuh et al. 1987; Neher 1994; Taylor and Hatrick 1994; Pazos et al. 1997; Pollock and Taylor 1997; Olmea et al. 1999; Valencia and Pazos 2002; Dima and Thirumalai 2004), that the interaction between residues must be encrypted as a statistically significant signature in the evolutionary catalog of sequences. Here we have proposed a variant of the sequence entropy, which embodies the principles of the SCA, to infer the network of interacting residues in three protein families. For the PDZ
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**Figure 4.** The network of 28 clustered residues in 1g1s (two different orientations: A, top view; B, side view). The yellow surface represents the 28 clustered positions, while the orange surface represents the 42 positions that have been identified using crystal structures of liganded and unliganded P- and E-selectins as functionally important. Half of the 42 residues are in the Arg54–Glu74 loop. It is unlikely that all of these residues are equally important for function. Their coordinated motion upon glycoprotein binding is, in all likelihood, due to chain connectivity. There is a large degree of overlap between our predictions and the crystallographically identified functional positions, which include all the 21 residues in the Arg54–Glu74 loop. The mapping to the structure shows that, except for residues in the N-terminus end, they are interspersed throughout the structure. The figures were produced using the packages VMD (Humphrey et al. 1996) and Povray (http://www.povray.org/). Cylinders represent α-helices and arrows represent β-strands.

**Table 4.** List of 24 perturbations (position and amino acid type selected) clustered in Lectin C

<table>
<thead>
<tr>
<th>Position</th>
<th>Amino Acid</th>
</tr>
</thead>
<tbody>
<tr>
<td>5A</td>
<td>6H</td>
</tr>
<tr>
<td>28S</td>
<td>35Q</td>
</tr>
<tr>
<td>38V</td>
<td>54S</td>
</tr>
<tr>
<td>55D</td>
<td>57E</td>
</tr>
<tr>
<td>58G</td>
<td>63V</td>
</tr>
<tr>
<td>63S</td>
<td>80E</td>
</tr>
<tr>
<td>82N</td>
<td>83N</td>
</tr>
<tr>
<td>87G</td>
<td>89E</td>
</tr>
<tr>
<td>90D</td>
<td>92A</td>
</tr>
<tr>
<td>93E</td>
<td>105N</td>
</tr>
<tr>
<td>106D</td>
<td>115F</td>
</tr>
<tr>
<td>116V</td>
<td></td>
</tr>
</tbody>
</table>

The list of the 24 perturbations (position and amino acid type selected) clustered in Lectin C (notation from PDB file 1g1s). Italic entries denote perturbations at clustered positions; bold entries denote perturbations at positions that are structurally important. Notation from PDB file 1g1s.
and the GPCR families, our predictions coincide with the ones reported elsewhere. Moreover, for the GPCR family, we not only reproduce known functionally relevant residues that are involved in signaling and binding, but also predict previously unidentified residues that could play a relevant role in the interhelical packing of the rhodopsin family. The application of our procedure to the lectin family leads to the correct prediction of all the important sets of residues that could play a key role in the tethering and rolling processes. Just as in the previous applications (Suel et al. 2003), our results also show that the network of correlated residues is sparse. This finding may be fairly general and is consistent with the notion that proteins can tolerate a substantial number of mutations at many positions without sacrificing functional efficiency.

In two recent papers (Fodor and Aldrich 2004a,b), the efficacy of using the SCA in predicting covariation of residues based on evolutionary information has been questioned. It appears that there are major differences in the way the SCA algorithm was used in these studies and the basis on which it was formulated. The specific differences are: (1) As shown here, the subset of sequences retained must be chosen to satisfy the demands of the central limit theorem (see Materials and Methods). If these conditions are violated, then one can get spurious results. The inclusion of poorly conserved columns can compromise the quality of a subset of alignments, thus leading to spurious results. (2) Only elements of the perturbation matrix $\Delta G_{ij}$ with $j > i$ were retained and not the entire matrix. While this may have been deemed necessary to compare with other methods, it is a violation of the basis on which SCA is proposed. Retaining only elements in the upper half of G tacitly assumes that G is symmetric. This is not necessarily the case because the number or nature of contacts residue $i$ makes can be very different from the ones $j$ makes. Since these are context-dependent, we expect G to be asymmetric in general. Thus, all the elements ($\Delta G_{ij}$ for all $i$ and $j$) have to be analyzed to obtain the network of residues implicated in allostery. (3) The goal of allostery is to identify spatially long-range signals between residues that are not in contact. Thus, identifying residues that are in contact does not constitute an appropriate measure of success of covariance algorithms. For example, methods that identify neighbors of atoms in a liquid cannot predict the long-range response to perturbations that reflect their underlying elasticity. Such long-range propagation of perturbations, which occurs in solids but not in liquids both of which share similar short-range order, is at the heart of allostery. Because of these fundamental differences, it is difficult to assess if the proposed invalidity of SCA has been correctly established (Fodor and Aldrich 2004a,b).

In the current formulation of the SCA, only pairwise interactions between residues are probed. It is likely that variations among more than two residues are possible because of simultaneous interactions among three or more residues. In order to decipher correlations between three residues, it is necessary to perturb sites $j$ and $k$ and probe the response at site $i$. Because this will require obtaining subsets of the MSA in which sites $j$ and $k$ are conserved, the statistics might not be as good as for probing pairwise interactions. Nevertheless, by using our procedure, the coupling $\Delta \Delta G_{i,j,k}$ can be computed to test which of the perturbations are pairwise additive. This valuable information is extremely difficult to obtain from experiments.

All sequence-based approaches are “thermodynamic” in nature and only consider evolutionary sequence changes. From the perspective of function, it is necessary to consider dynamic changes to perturbations that can be induced either by mutations or by changes in external conditions (pH, temperature, denaturant, mechanical force, etc.). Such changes require structural probes. Our previous work using the elastic network model (Zheng et al. 2005) was an attempt to integrate sequence- and structure-based methods to identify the sparse network of correlated residues that dynamically trigger allosteric transitions in polymerases. It is desirable to develop a theoretically based method, along the lines developed here, that focuses on residue-dependent structural perturbations for probing dynamical responses.

Materials and methods

Response of a position in the MSA to perturbations

Following Lockless and Ranganathan (1999), we defined, for each position $i$ in the MSA, a statistical “free energy”:

$$\frac{\Delta G_i}{kT} = \sqrt{\frac{1}{C_i} \sum_{x=1}^{20} \left[ p_i \ln \left( \frac{p_i}{p_{x,i}} \right) \right]^2}$$

(1)

where $kT$ is an arbitrary energy scale (which we set to 10 in our calculations), $L_{\text{MSA}}$ is the length of the sequences in the MSA including the gaps, and $i = 1, 2, 3, ..., L_{\text{MSA}}$. The number of types of amino acids that appear at least once at $i$ is $C_i$ (i.e., $C_i \leq 20$), and $p_i$ is the mean frequency of amino acid type $x$ in the MSA. The statistical free energy is the excess value of $\Delta G_i$ when $p_{x,i}$ deviates from $p_i$. We computed $p_{x,i}$ using

$$p_{x,i} = \frac{n_{x,i}}{N_i}$$

(2)

where $n_{x,i}$ is the number of sequences in the MSA with amino acid $x$ at position $i$, and $N_i$ is the total number of sequences in the MSA that have one of the 20 types of amino acids at position $i$, so that $N_i = \sum_{x=1}^{20} n_{x,i}$. 
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Our procedure differs from the one used by Lockless and Ranganathan in two important aspects: (1) Instead of the binomial density function (Lockless and Ranganathan 1999) for the distribution of amino acid type \( x \) at a random position in the MSA, we use the typical frequency of \( x \) in the MSA. (2) We use the frequency of each of the 20 types of amino acids in the given MSA rather than in the entire SWISS-PROT database (Appel et al. 1994). With our procedure, the free energy \( \Delta G \) in Equation 1 is a straightforward extension of the familiar sequence entropy

\[
S(i) = -\sum_{x=1}^{20} p_i^x \ln (p_i^x)
\]

at \( i \) in the MSA.

It is preferable to use, for each protein family, its typical amino acid distribution, rather than a general and maybe sometimes even incorrect set of frequencies. For example, the native state of BPTI has three disulfide bonds formed between six cysteine residues (out of the total of 56 positions in the chain). Therefore, for the BPTI family the frequency of finding CYS is \( \sim 12\% \), which is considerably bigger than the 1% frequency (Creighton 1993) found in a random protein sequence. Thus, context dependence is automatically accounted for in our procedure.

For a given MSA, we build subsets of the whole alignment in which we retain only sequences that have only one type of amino acid at a position \( j \), that is, \( p_j^x = 1 \) for \( x \). Let us assume that for functional and structural reasons, positions \( i \) and \( j \) are coupled, i.e., substitutions in \( i \) would affect \( j \). If this is the case, we expect that evolutionary pressure, under functional constraints, would lead to a correlated change in the amino acid type at \( i \) in the restricted (the subset of the original MSA) alignment. In other words, the residues at \( i \) and \( j \) might “communicate” in the course of function or upon binding to ligands. A measure of the correlation between two positions in the MSA is the statistical free energy change at \( i \) as a result of a perturbation at \( j \):

\[
\frac{\Delta \Delta G_{ij}}{kT} = \sqrt{\left( \sum_{x=1}^{20} p_j^x \ln \left( \frac{p_i^x}{p_j^x} \right) - p_j^x \ln \left( \frac{p_i^x}{p_j^x} \right) \right)^2}
\]

(4)

with

\[
p_{i,R}^x = \frac{n_{i,R}^x}{N_{i,R}}
\]

(5)

where \( n_{i,R}^x \) is the number of sequences in the restricted MSA that have amino acid \( x \) at \( i \), \( N_{i,R} \) is the total number of sequences in the restricted MSA that have a valid type of amino acid at position \( i \), and \( N_{i,R} = \sum_{x=1}^{20} n_{i,R}^x \). It follows that \( \Delta \Delta G_{ij} = 0 \) for both a perfectly conserved position \( p_i^x = 1 \) and for a position where all amino acids are found at their mean frequencies in the MSA \( \left( p_i^x = p_j^x \right) \).

Below we give examples to show that there is an almost perfect correlation between the \( \Delta \Delta G_{ij} \) values obtained with our method and the Lockless and Ranganathan method. As stated above, our method is an extension of the sequence entropy method that is used to infer conservation of amino acids in a MSA. Our formulation of SCA lends support to the finding of Fodor and Aldrich (2004a) that the predictions of the SCA method are similar to those obtained from the sequence entropy alone. In contrast with the SCE method, the SCA approach involves averaging of the probabilities \( p_{i,R}^x \) and \( p_j^x \) over sequences. Such an averaging can sometimes obscure real correlations.

Size of subalignments must obey central limit theorem

In the implementation of the procedure, it is crucial to choose an optimal size of the subalignment, while previously (Suel et al. 2003) the size of the subalignments was chosen arbitrarily based only on intuitive arguments. Several subsets each containing a fraction of the total number of sequences in the MSA were chosen. For each set, \( \Delta \Delta G_{ij} \) values for a few (usually about five) least conserved positions are computed. The size of the subalignment was chosen so that \( \langle \Delta \Delta G_{ij} \rangle = \sum_{i,j} \Delta \Delta G_{ij} \approx 0 \), where the angle brackets indicate an average over the \( N_s \) sequences in the subalignment.

We appeal to statistical mechanics in choosing the size of the subalignments that contain \( P = \frac{N_{MSA}}{N_s} \) sequences. The number of alignments for a fixed \( f \) is \( k = \frac{\text{comb}(N_{MSA})}{f^N_p} \). To obtain statistically meaningful results, the general properties of the subalignments must be similar to the original MSA. In analogy with statistical mechanics, we suggest that the smallest value of \( f \) be chosen so that the law of large numbers is obeyed. In particular, we choose \( f \) so that the following criteria are satisfied:

\[
\langle \Delta \Delta G \rangle_f = \sum_{j=1}^{N_s} \Delta \Delta G_j \approx \Delta \Delta G_{MSA}
\]

(6)

\[
\sigma_f^2 = \left( \Delta \Delta G \right)_f^2 \approx \frac{1}{N_s}
\]

(7)

where \( \Delta \Delta G_j = \frac{1}{N_s} \sum_{i=1}^{N_s} \Delta \Delta G_{ij} \), \( \Delta \Delta G_{MSA} = \frac{1}{N_p} \sum_{i=1}^{N_p} \Delta \Delta G_{ij} \), \( \sigma_f \) is the width of the distribution of \( \Delta \Delta G_j \), and \( N_s \) is the number of sequences in the subalignment. Operationally, the second criterion (Eq. 7) is valid, provided that the variance in the subalignments satisfies

\[
\sigma_f \sqrt{N_s} = \sigma_f \sqrt{N_s} \approx \sigma_f \sqrt{N_s}
\]

(8)

where \( N_s \) and \( N_s \) are the number of sequences in subalignments with \( f_1 \) and \( f_2 \), respectively. The advantage of using our criteria (Eqs. 6, 7) is that \( f \) is automatically chosen from the MSA alone without having to compute \( \Delta \Delta G_{ij} \). Failure to satisfy these criteria can give spurious results in the application of SCA.

Clustering procedure and similarity measures

The matrix \( G \), whose elements are the \( \Delta \Delta G_{ij} \) values for a protein family, represents the response of positions \( j \) in the MSA to all allowed perturbations at site \( j \) provided the perturbations satisfy the acceptance criteria stated above. The rows of the matrix correspond to positions in the MSA and the columns to perturbations. Our objective is to reliably determine the network(s) of positions that change in a correlated manner starting from this matrix. To this end, we used the coupled two-way clustering (CTWC) that was developed to analyze DNA-microarray data (Getz et al. 2000). The basic idea is to carry out successive elementary rounds of Superparamagnetic clustering (SPC) (Blatt et al. 1996). At each step, the submatrix that contains positions and perturbations that cluster together in the previous iteration with large signals is extracted.

An important ingredient in the SPC technique is the choice of a similarity measure between a pair of entries that are to be clustered. In the context of clustering of positions in an MSA,
there are at least two natural choices for similarity measures, (1) the Euclidean distance and (2) the Pearson correlation coefficient. In what follows, we give the rationale and the details for using these measures. The collection of the $\Delta\Delta G_j$ values (with $j$ varying from 1 to $L_{\text{MSA}}$) is the total number of positions, including gaps, of the alignment) for a given position $i$ in the MSA can be thought of as a vector with $L_{\text{MSA}}$ components, $\vec{v}_i = (\Delta\Delta G_{j1}, \ldots, \Delta\Delta G_{jL_{\text{MSA}}})$. Therefore, the degree of similarity between two positions $i$ and $k$ can be represented by the Euclidean distance between the two corresponding vectors, i.e.,

$$D_{ik} = \sqrt{\sum_{j=1}^{L_{\text{MSA}}} (\Delta\Delta G_{ij} - \Delta\Delta G_{kj})^2} \quad (9)$$

For each MSA there is a spread in the magnitudes of the $\Delta\Delta G_j$ values (e.g., from $-0.01$ to $10$). Thus, for a pair of small matrix elements, $D_{ik}$ will be small even if the two vectors are not similar. On the other hand, for two related positions $i$ and $k$ with large $\Delta\Delta G_j$ values, a difference in any of their components could lead to a large $D_{ik}$ value that would not reflect their true similarity. Positions with small $\Delta\Delta G_j$ values are of little interest because they show basically no response to changes in other positions in the MSA.

To correct for the potentially spurious results indicated above, we use the following protocol: (1) We eliminate entries (positions) that show virtually no response to the overwhelming majority of perturbations. (2) We scale the $\Delta\Delta G_j$ values so that only a few categories of the matrix elements are included in the analysis. To a large extent, the results do not depend on the precise boundaries used in the classification of $\Delta G_j$. (3) The $D_{ik}$ values are suitably normalized. If all or all but one of the corresponding $\Delta\Delta G_j$ values are $< 1.0$, then the row corresponding to position $i$ is deleted from the input data matrix.

The scaling of the $\Delta\Delta G_j$ values is achieved by assigning them to two or three characteristic entries. For example, all the small $\Delta\Delta G_j$ values (i.e., $\Delta\Delta G_j < 1.0$) are kept unchanged, while the intermediate $\Delta\Delta G_j$ values (i.e., $1.0 \leq \Delta\Delta G_j < 2.0$) are assigned a value $\alpha_1$, and the remaining (large) $\Delta\Delta G_j$ values are assigned a value $\alpha_2$ such that $\alpha_1 = 10 \times \max_j[\min(\Delta\Delta G_{jj})]$ and $\alpha_1 < \alpha_2$. We normalize $D_{ik}$ using

$$SE_{ik} = \frac{D_{ik}}{0.5 \times (\|\vec{v}_i\| + \|\vec{v}_k\|)} \quad (10)$$

where $\|\vec{v}_i\|$ is the norm of the vector $\vec{v}_i$. The $SE_{ik}$ is small for pairs of vectors that have components of similar values, and it is independent of the actual magnitude of the individual components. In addition, because positions that show reduced or no response to the majority of the perturbations are eliminated, a small $SE_{ik}$ value indicates that the two positions show large responses to the same set of perturbations.

A second similarity measure that can be used is the Pearson correlation coefficient

$$P_{ik} = \frac{\sum_{j=1}^{L_{\text{MSA}}} (\Delta\Delta G_{ij} - \langle \Delta\Delta G_j \rangle)(\Delta\Delta G_{kj} - \langle \Delta\Delta G_k \rangle)}{\sigma_i \sigma_k} \quad (11)$$

where $\langle \Delta\Delta G_j \rangle = \frac{\sum_{j=1}^{L_{\text{MSA}}} \Delta\Delta G_{jj}}{L_{\text{MSA}}}$ is the average $\Delta\Delta G_j$ value for position $i$ and

$$\sigma_i^2 = \frac{\sum_{j=1}^{L_{\text{MSA}}} (\Delta\Delta G_{ij} - \langle \Delta\Delta G_j \rangle)^2}{L_{\text{MSA}}} \quad \text{is the variance. Just as with the Euclidean distance similarity measure, } P_{ik} \text{ is small for two positions with little or no responses to the majority of perturbations. Prior to calculating } P_{ik}, \text{ we eliminate all such positions. The procedure used is the same as described above. For two perfectly correlated (anticoncorrelated) positions, } P_{ik} = 1 (-1), \text{ while for uncorrelated positions, } P_{ik} = 0. \text{ Because the Euclidean distance measure } (SE_{ik}) \text{ has small values for two correlated positions and we want to be able to use the two similarity measures interchangeably, we replaced } P_{ik} \text{ with}

$$SP_{ik} = 1 - |P_{ik}| \quad (12)$$

where $|P_{ik}|$ is the absolute value of $P_{ik}$. Therefore, both $SE_{ik}$ and $SP_{ik}$ are zero when the two positions are perfectly correlated.

The Euclidean similarity measure $SE_{ik}$ is best suited when the individual $\Delta\Delta G_j$ values are not broadly distributed, that is, when the largest $\Delta\Delta G_j$ value is $\sim 3.0$. In such a case, the responses of each position in the alignment to the various perturbations are similar in magnitude. Therefore, the use of the Pearson correlation coefficient $SP_{ik}$ would lead to the majority of positions being clustered. On the other hand, using the $SE_{ik}$ and the associated rescaling of entries allows us to distinguish between positions, and therefore only a handful of positions turn out to be clustered after the application of the CTWC procedure. It follows then that the Pearson similarity measure is best suited for MSA for which there is a broad distribution in the magnitude of the responses of positions to perturbations.

**Clustering algorithm**

The clustering algorithm consists of several steps. We first calculate the similarity measure between all the pairs of data points. Based on these values, we select, for each input data point, its K nearest neighbors (n.n.) (K varies between 10 and 20). The next step consists in retaining, for each input data point, only its K-order neighbors, that is, i is considered a K-order neighbor of j if and only if j is one of the K n.n. of j and j is one of the K n.n. of i. Using only the pairs of data points in this K-order neighbors list, we calculate the parameters in the q-state Potts spin representation of the data points (Blatt et al. 1996). The Swendsen-Wang algorithm (Wang and Swendsen 1990), which we use to determine the conformations of the spin system in the SPC step (Blatt et al. 1996), starts with all the data points being assigned to the same value of the spin (i.e., with the spin system in the ferromagnetic phase) and unconnected with each other and the temperature $T \sim 0$. To map out the conformational space of the spin system, we increase the temperature linearly in small steps (such that at step $t$ the temperature is $T_{t} = T_{t-1} + \Delta T$ with $\Delta T = 0.001$) from $T \sim 0$ to $T = T_{\text{max}}$ (usually $T_{\text{max}} \sim 1.0$). At each temperature we go through each site $i$ that has at least one K-order neighbor, and we randomly connect it with its n.n. with the same spin value using the probability $P(j)$ from Wang and Swendsen (1990). We pick a random number $r_{ij}$ between 0 and 1, and we connect site $i$ with site $j$ (with $r_{ij} = s_{ij}$) if and only if $r_{ij} < P(j)$. Then we identify the clusters in the system of spins as the collections of connected points with the same value of the spin. In the next step,
we reassign the value of the spin in each of these clusters to a randomly picked value (picked with equal probability among the q available values). Finally, we loop through all the data points and their K-order n.n. and determine all the points that belong to the same cluster. Two positions with the same spin value are considered part of the same cluster. As in a typical Monte-Carlo simulation, this procedure is repeated for $N_{\text{steps}}$ (usually 10,000) number of steps at each temperature and, to allow for the equilibration of the system at the given temperature, in the calculation of the averages that enter in the average correlation between spins and the susceptibility, we disregard the data from the first $N_{\text{eq}}$ steps (usually 3000).

The spin conformations are used to calculate the average spin-spin correlation ($\langle \delta_i \delta_j \rangle$) for each data point and its K-order n.n. at each temperature. From the distribution of spin–spin correlations we choose the clustering temperature ($T_c$) as the temperature where this distribution has equal height peaks at values 1 (more precisely, $1 - \frac{2}{3}$) and 0 (more precisely, $\frac{2}{3}$) and is small in between. At $T_c$ any two points for which the corresponding $\langle \delta_i \delta_j \rangle$ are assigned to a cluster. This assigns the core region for each of the clusters of data points. Because at nonzero temperatures some data points might not have any pair that satisfies the threshold for $\Theta$, following Domany (1999), we capture the points lying at the periphery of the clusters by linking each data point i with its K-order n.n. j of maximum correlation $\langle \delta_i \delta_j \rangle$.
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